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Abstract— The lack of speed (running slowness) present a big problem especially when we have to analyze an incredible volume of data 
like Big Data. To avoid this situation  we should  choose the  fastest  and  the  most  efficient tools and  combine  this  tools, at  the same  
time, in an heterogenic architecture that  manages  the  exchange  between  the  combined tools. Each of these tools must comply with a 
contract agreement to minimize Big Datas management delays and ensure a well-crafted analysis and data exploitation.  In  this  paper  we 
propose  a new implementation of the service-oriented architecture to put Spark and  Hadoop  HDFS all together  and  make them  
compatible  with the volume and  variety  of the analyzed  data (Big Data). 

Index Terms— Big data,DataNode , Hadoop, HDFS ,Hadoop MapReduce , Mule , NameNode , Namenode_Secondaire , REST ,SOA 
,Spark.   

——————————      —————————— 

1 INTRODUCTION                                                                     

  Great evolution of the distributed application was rec-
ognized under the title of the service-oriented architec-
ture. This architecture, that allows in the beginning to 

manage the interoperability and makes them syntactic or se-
mantic and puts the heterogeneity to the different components 
of the information systems of any company, also decomposes 
the functionality into several functions which are services and 
manage all intersections between them, thus, allow a realiza-
tion of a moving information system. Despite the difficulty of 
fulfilling a technical implementation of this architecture, sev-
eral tools success this task. For example, MULE is an effective 
implementation of this architecture and also REST gives an 
achievement of the SOA using web services. But, in every im-
plementation we cannot avoid the redundancy of services, 
which can be considered as a great opportunity for us. The fact 
of maintaining Frameworks is very important and necessary. 
Regarding the subject of management of the volume of Zetta-
bytes, we must use Spark, MapReduce and HDFS several 
times as a service and replicate this usage according to the 
volume of Big Data and the variety of it, considering that 
Spark, MapReduce and HDFS cannot exceed the size of the 
data Petabytes. We will talk about each keyword: A.HDFS 
(Hadoop distributed file system) is a distributed storage sys-
tem for reliably storing and streaming petabytes of both un-
structured and structured data on clusters. HDFS has three 
classes of nodes in each cluster: 1. NameNode: responsible for 
managing the whole HDFS metadata like permissions, modifi-
cation and access times, namespace and disk space quotas. 
The most important role is to support the Web-HDFS access 
from the client via the clusters public hostname.. 
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2. Secondary Namenode: responsible for check- ing the Na-
meNodespersistent status and periodically down- loading cur-
rent NameNode image and log files; it cannot play the role of 
the primary NameNode. 3. DataNode: responsible for storing 
the unstructured file data or other structured data such as 
spreadsheets, XML files, and tabseparated-value files (TSV) in 
which the geotagged datasets have been stored. HDFS stores 
these files as a series of blocks (the unit of storage), each of 
which is by default 64 MB (or 128 MB) in size [1]. Where there 
will be a huge number of blocks if we are working on the Big 
Data or on the Zettabyte. In addition, HDFS is used for not los-
ing the data and must replicate each blocks according to a factor 
of replication that is often 3, which also increases the number of 
blocks. Otherwise there is an only one Namenode to manage 
the diffusion and replication of the blocks on Datanodes, al-
though the Secondary Namenode takes the place of main Na-
menode if it is unavailable. So if we lose the Namenode and the 
Secondary Namenode we can no longer manage the different 
blocks or access to them, which involves difficulties to find the 
data [2] .B.MapReduce was developed and patented by Google 
to process extremely large datasets over a commodity compu-
ting cluster. It abstracts the difficulties of developing scalable 
distributed applications, such as fault tolerance and locality-
aware data distribution. Such features, along with its simplistic 
programming approach, allow it to be used by any program-
mer. MapReduce works on a set of key/value pairs as an input. 
The programming task is simplified into two processing stages. 
The Map stage processes the input set and produces an inter-
mediate set of key/value pairs. The key/value pairs are then 
grouped to be processed by the Reduce stage, which generates 
another set of pairs. The Map and Reduce stages can be as sim-
ple or complex as required, also composing chains of computa-
tions. MapReduce can be applied to a wide range of applica-
tions, Google Web Search being a notable example [3]. The fig-
ure 1 brings and describes the work of HDFS and MapReduce 
together. 
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Fig. 1 HDFS and MapReduce 
 
 
C. Apache Spark is a Framework open source of treatments 

of Big Data. Spark has an advanced DAG execution engine 
that supports cyclic data flow and in-memory computing. It 
run pro- grams up to 100x faster than Hadoop MapReduce in 
memory, or 10x faster on disk. Spark offers over 80 high-level 
operators that make it easy to build parallel apps, Spark pow-
ers a stack of libraries including SQL and DataFrames, MLlib 
for machine learning, GraphX, and Spark Streaming. It runs 
on Hadoop, Mesos, standalone, or in the cloud. It can access 
diverse data sources including HDFS, Cassandra, HBase, and 
S3.You can run Spark using its standalone cluster mode, on 
EC2, on Hadoop YARN, or on Apache Mesos. Access data in 
HDFS, Cassandra, HBase, Hive, Tachyon, and any Hadoop 
data source [5]. We want to take advantage of these frame-
works thanks to the characteristics of the service-oriented ar-
chitecture, D. The Service Oriented Architecture should be 
utilized as a business transformation tool for solving larger 
business needs, rather than strictly as an IT architectural initia-
tive. Moreover, SOA should be seen as a means to drive orga-
nizational strategy that focuses on the alignment of business 
and technology for agility[6]. As well the business processes 
automation and IT support is often implemented by means of 
service-oriented architecture (SOA) [7] . Service Oriented Ar-
chitectures (SOAs) define standard interfaces and protocols 
that allow developers to encapsulate information tools as ser-
vices that clients can access without knowledge of, or control 
over, their internal workings. Thus, tools formerly accessible 
only to specialists can be made available now for all. In SOA, 
data and functional- ity are decoupled yielding to minimal 
dependencies among the service requesters and providers. 
The service oriented approach suits well the industrial opera-
tional environment as well as with service maintenance. Ser-
vices that do not themselves hold any significant amounts of 
data, but transform it, can be implemented by the external 
service providers [8]. E. Big Data is defined as any collection of 
data sets which volume and complexity make data manage-
ment and processing difficult to perform using traditional 
tools (i.e. handling N-dimensional data sets using plain text 
files and/or SQL databases). Those problems invest Big Data 
monoliths as much as ecosystems of small data causing major 
concern for most private and public data providers for which 

small quantities do not equal simpler management. Even 
though Big Data is usually associated with the  LOD  concept, 
it  is  generally comprised of  linked  and non-linked data,  
open  and  private data,  and,  as  such, it  is characterized as 
being composed of the three Vs: significant growth in the vo-
lume, velocity and variety of data. In this review, we include 
in the above definition of Big Data also the collection of tech-
nologies that cope with the effects of this abundance and hete-
rogeneity, proposing solutions to meet the needs of a modern 
scientific community. Using Big Data involves many chal-
lenges. [3]. this 4V definition is widely recognized because it 
highlights the meaning and necessity of Big Data. Big data is a 
set of techniques and technologies that require new forms of 
integration to uncover large hidden values from large datasets 
that are diverse, complex and of small quantities do not equal 
simpler management”. Even though Big Data is usually asso-
ciated with the LOD concept, it is generally comprised of 
linked and non-linked data, open and private data, and, as 
such, it is characterized as being composed of the “three Vs”: 
significant growth in the volume, velocity and variety of data. 
In this review, we include in the above definition of Big Data 
also the collection of technologies that cope with the effects of 
this abundance and heterogeneity, proposing solutions to 
meet the needs of a modern scientific community. Using Big 
Data involves many challenges. [3]. This 4V definition is wide-
ly rec-ognized because it highlights the meaning and necessity 
of Big Data. Big data is a set of techniques and technologies 
that require new forms of integration to uncover large   hidden 
values from   large   datasets that are   diverse, complex, and of 
a massive scale (Fig.2) [9]. Fig. 2 4V of Big DataThere is the 
challenge of managing large amounts of data (Big Data), 
which is getting increasingly larger because of cheaper storage 
and evolution of digital data and information collection devic-
es, such as cell phones, laptops, and sensors. For example, Fa-
cebook, a social networking website, is a home to 40 billion 
photos, and Wal-Mart handles more than 1 million customer 
transactions every hour, feeding databases estimated at more 
than 2.5 petabytes [10]. A wide variety of technologies and 
heterogeneous architectures have been applied in the imple-
mentation of the Big Data use cases. The publications have 
mainly concentrated on describing architectures of individual 
contributions by large big data companies such as Facebook or 
LinkedIn [11]. The volume of Big Data is currently measured 
in petabytes, exabytes, or zettabytes, by 2020, the digital un-
iverse is expected to reach 44 zettabytes [12]. 
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Fig. 2 4V of Big Data 

2    MOTIVATION   
Spark is much faster than Hadoop MapReduce but Spark 

still needs HDFS for data storage, The fact that we have to en-
counter the same Hadoop project problems for managing Big 
Data also with Spark the fact that we need to handle more da-
ta Pettaocte. At the same time we need Spark for some type of 
data variety such as graphs and type of batch source or real- 
time stream. In this paper, we propose a new implementation 
of the service-oriented architecture to be able to analyze the 
different types of data and considering a remarkable increase 
in volume of Big Data and the management time of this vo-
lume. We propose An SOA design such that each service must 
be HDFS and Spark to be able to handle the different types of 
data and any volume collected. In this design, exchanges be-
tween the two types of service are ensured thanks to the SOA 
feature. For the working period, we benefit firstly from the 
speed of Spark and its capacity to manage different varieties of 
data that MapReduce cannot manage. We put in place several 
services together each able to handle data petabytes and solve 
the problem and that of Big Data volumes. 

 
2.1 Related work 

In our previous article we have already proposed a new use 
of SOA to handle Big Data with the size of Zettabytes. This 
architecture is in the form of several Hadoop together more 
specifically MapReduce and HDFS. Each Hadoop is able to  

handle Petabytes of data without exceeding these limits, we 
have just divided the collected data or the Big Data between 
the sets of Hadoop and thanks also to the characteristics of the 
SOA it is ensured that there is an exchange between the whole 
of Hadoop which make the short working time [2]. But for 
several other types of varieties this architecture cannot be con-
sidered. The previous article groups several Hadoop together 
while this one gathers several Spark together in order to be 
able to handle Big Data Regardless of its size. 

2.2 Contribution 

 For any management of Big Data we need the very advanced 
news frameworks. The fact that Spark is the fastest at the 
moment and also provides several other possibilities like 
the management of the other types of Data source, makes 
the use of it much needed in this area. It is good that 
Hadoop MapReduce does the treatments in two phases 
Map and Reduce but for Spark all this will be done in a 
single step. 

3 DESCRIPTION 

It is true that the first architecture [2] that we proposed is able 
to handle the huge increase in data volume but Spark can 
handle other varieties more than MapReduce and in a shorter 
time period. The, the idea to improve this design and replace 
each Hadoop (MapReduce + HDFS) by Spark + HDFS. We 
need to combine several Frameworks together either Hadoop 

HDFS and Spark since all these software cannot  exceed the 
size of the data Petabytes, we need to manage data Zettabytes 
that  is the current size of Big Data, this combination must be 
in an architecture that Manages the intersections between the-
services and ensures exchanges between them to facilitate the 
collection of data at the entry of the kernel of this architectu-
reand to collect them at the end of processing, so that we will 
be  able to manage several Petabytes of data  until reaching  
Zettabytes. If we replace each Hadoop composed of two parts 
MapReduce and HDFS by Spark and HDFS (Fig. 3), this archi-
tecture is much faster than the first one, and it is also capable 
of handling very special types of data sources than the first 
architecture. At the same time that we want to take advantage 
of the speed of Spark and its ability to manage several types of 
source, Hence the idea of designing a new architecture. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
Fig. 3 The core a new SOA for Spark and HDFS 

4 RESULTS AND ANALYSIS 
We propose a new implementation of service- oriented archi-
tecture, to bring together several Spark based on HDFS for 
data storage. Each service in our design plays the role of a 
Spark + HDFS and we repeat each service according to our 
need and the data volume. Thus the novelty in this implemen-
tation (Fig. 3), comes from the use of Spark + HDFS for the 
types of data sources that the MapReduce cannot manage, and 
in addition we take advantage of the Speed of Spark. The two 
architectures [2] and (Fig. 3) do not exceed the limits of HDFS 
or Spark or MapReduce, and they combine the management of 
several Petabytes of data until the arrival of Zettabytes. So we 
find this design which mixes the speed of Spark and its ability 
to manage several other types than MapReduce (real-time 
flow) Since each service in a service-oriented architecture must 
respect a contract in which one determines the data sent to the 
services (HDFS + Spark) according to its varieties and com-
plexities, it is sent to each service  a Petabytes data and the 
services are repeated  until the management of all the size and 
types of data collected. 

5 CONCLUSIONS AND FUTURE WORK 

We are working on several terms necessary in the field of In-
formation and Communication Technology (ICT) and in all 
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areas relating to access to the Internet as the Big Data which 
has become a fundamental term everywhere. in addition to 
the latter it was the essential parts of the project as Hadoop 
MapReduce and HDFS, the Framework Spark that represents 
a term of news in the field of Big Data,  all in a Service 
Oriented Architecture which was considered as a solution to 
the problems of information system only but now it regards as 
a great solution for combining these framework to manage the 
big data regardless of its size or its variety. It make these 
framework capable of managing more than petabytes.  The 
Size of Big Data for the moment is of Zettabytes and latter, 
will likely exceed this size in the near future. 

A new use of the service-oriented architecture in the Big Data 
domain, was discussed. For the future, we want to use this 
architecture but in other areas. We can conclude that this ar-
chitecture has many opportunities that are not used until to-
day. 
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